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A Semantic Middleware Supported Receding
Horizon Optimal Power Flow in Energy Grids

Abstract—Energy management in electric grids with multiple
energy sources, generators, storage devices, and interacting loads
along with their complex behaviours requires grid wide control.
Communication infrastructure that aggregates information from
heterogeneous devices in the electric grid making the applications
completely independent of physical connectivity are essential for
building in the context of control applications. This investigation
presents a semantic middleware that is used to implement a
receding horizon based optimal power flow in smart grids. The
presence of renewable energy sources, storage systems and loads
dispersed all along the grid necessitates the use of grid wide
control and a communication infrastructure to support it. To
this extent the proposed middleware will serve as the basis
for representing various components of the power grid. It is
enriched with intelligence by semantic annotation and ontologies
that provide situation awareness and context discovery. The
middleware deployment is demonstrated by implementing the
receding horizon OPF in a network in Steinkjer, Norway. Our
results demonstrate the advantages of both the middleware and
the algorithm. Furthermore, the results prove the added flexibility
obtained in the grid due to the addition of renewable energy
and storage systems. The significant advantage of the proposed
approach is that the real-time monitoring infrastructure is used
for improving the flexibility, reliability and efficiency of the grid.

Index Terms—Middleware, Optimal Power Flow (OPF), Mid-
dleware Architecture, Renewable Energy, Energy Storage Sys-
tems, Multiple Energy Systems (MES), Receding Horizon Ap-
proach.

NOMENCLATURE

Variables:
P g
i , Qg

i Active and reactive power generated at bus i
[p.u., p.u.];

Pij Active power injected by node i on (i, j) [
p.u.];

P loss

(i,j), Q
loss

(i,j) Active and reactive power loss on (i, j) [p.u.,
p.u.];

Vi, ✓i Voltage magnitude and angle at bus i [p.u.,
rad];

bi State of Charge (SOC) of the storage unit at
bus i [p.u.h];

ri Power exchanged with the storage unit at bus
i [p.u.] (positive when discharging);

Parameters:
ys = gs�jbs Complex series admittance for a transmission

line [p.u.];
bs, gs Series susceptance and conductance for a trans-

mission line [p.u.];
bc Shunt susceptance [p.u.];
⌧ , ✓sh Transformer tap ratio and phase shift angle [.,

rad];
P d
i , Qd

i Active and reactive power load at bus i [p.u.,
p.u.];

P r
i , Qr

i Renewable active and reactive power at bus i
[p.u., p.u.];

P g
i , P

g

i Generator active power bounds at bus i [p.u.];
Qg

i
, Q

g

i Generator reactive power bounds at bus i
[p.u.];

Ri Ramp rate limit of the generator at bus i [%].
Sij Rating of line (i, j) [p.u.];
V i, V i Minimum and maximum voltage magnitudes at

bus i [p.u.];
✓i, ✓i Minimum and maximum phases, bus i [rad];
Bi, Bi Minimum and maximum storage unit i capac-

ity [p.u.h];
rlossi Storage energy loss at bus i [p.u.];
rratedi Maximum power supplied by the storage i

[p.u.];
Ci Linear cost term of generator i [eh/p.u.];
Cg

i Generation cost at bus i [e];
Cb

i Storage cost at bus i [eh�1/p.u.];
H , T Control horizon and simulation time [h];
�T Time step [h].

I. INTRODUCTION

OPTIMAL Power Flow (OPF) is tool for both energy
management and planning in energy grids. It dispatches

available generation for optimizing an objective (e.g. reduce
line losses) while respecting operating and physical con-
straints. Traditional OPF solves a static optimization problem
to find the generator settings that will optimize grid operating
cost or line-losses (see, for example [1]). The addition of
newer components, namely the renewable generation from
multiple energy sources (MES) and energy storage systems
(ESS), necessitates dynamic optimization due to the intermit-
tent generation and complex behaviours arising from their
interconnection [2], [3]. To this extent, dynamic OPF was
proposed that solves an optimization problem for a specified
period considering the generation from MES and ESS [4]),
and then repeats the computation during next periods. As
there are frequent fluctuations in generation and demand the
grid becomes vulnerable to the estimates of the generation
and demand. To overcome this shortcoming, predictive OPF
methods using receding horizon (RH) approach have been
proposed recently [5]. The receding horizon approach is more
robust to disturbances as it uses the forecasts and current
measurements for computing the optimal network operating
states.

Performing predictive OPF requires automation support to
perform grid wide monitoring and control. The current levels
of automation in power grids are more restricted to substation
level. Other technical challenges in this direction include
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interoperability among devices, presence of various vendor
specific standards, protocols and data formats. Furthermore,
control applications such as receding horizon OPF require
support of third party applications such as forecasting or state
estimation. In many instances, the OPF might well be devel-
oped by an independent vendor and used by the grid operator.
Consequently, predictive OPF implementation in energy grids
requires communication infrastructure support that makes the
application totally oblivious to physical connectivity.

The problem of designing communication infrastructure for
energy grids has been the focus of research for some time
now [6], [7]. Widely studied middleware architecture is the
GridStat [8] that aims to provide flexible communication to
smart energy grids. It provides network resources to provide
low-latency, reliable delivery of information and provides
multi-cast feature, and uses a publish-subscribe model suit-
able for smart grid applications. In spite of being a mature
technology, it lacks semantic capabilities. The service ori-
ented architecture based middleware proposed by Zhou and
Rodrigues [9] considers different end-user services (smart
meters, power station outage management etc.) and therefore
is more oriented towards the user, rather than device. Garcia
et al. [10] proposed an intelligent agent based distributed
architecture that uses a publish-subscribe mechanism too. The
authors suggest the use of enterprise service bus to solve
interoperability issues. The semantic features mentioned in the
work do not really mean semantic annotated services. Sucic
et al. [11] suggest an integration of IEC 61850 and device
profile for web services. The authors highlight the semantic
capabilities of IEC 61850, which makes use of the mechanism
called Abstract Communication Services Interface or ASCI to
establish a link between the abstract services of IEC 61850 and
application layer-related implementations as Device Profiles
for Web Services (DPWS) and Multimedia Message Service
(MMS). Despite the addition of some “semantic” component,
there are several weaknesses in the proposal such as the use of
request-response mechanism of DPWS due to the dependence
on web services and this is unsuitable for event driven system
such as the smart grid. Moreover, the investigation does
not discuss the semantic mechanisms, such as ontologies for
device and service descriptions and annotations, or a language
to create ontologies as OWL. More recently SmarC [12], a
middleware proposal for the smart grid with the ability to
process the data gathered from different elements of the grid,
and use it insulate the applications from the complexity of the
metering facilities, was proposed. The solution guarantees that
any changes that happen in the lower levels will be updated
for the future actions of the system in a seamless way for
applications.

Other smart grid proposals include CoSGrid (Controlling
the Smart Grid) [13]: Self-Organizing smart grid services [14],
a middleware architecture based on data collection using radio
frequency identification [15]; Unified solution for advanced
metering infrastructure [16] which contains an object oriented
communication middleware and uses CORBA for the middle-
ware architecture. However, these proposals lack information
on semantic features and are therefore not suitable for the
smart grid applications. Thus a review of literature reveals that

the current middleware proposals lack semantic capabilities.
Instead, significant intelligence and situational awareness can
be obtained by providing semantic capabilities. Moreover,
such a middleware should be more oriented towards the user
requirement. Furthermore, a communication infrastructure and
a receding horizon OPF implementation in an energy grid that
considers a holistic approach in treating both information and
energy flows has not been reported in literature. Moreover,
a demonstration of the semantic middleware and receding
horizon based OPF on a real network has not been reported
to our best knowledge.

This investigation presents a middleware with semantic
capabilities that enhances the intelligence of the existing
communication infrastructure and a new way of implementing
OPF that is best suited for energy grids having fluctuating
generation from multiple sources and demand. To this aim
the I3RES middleware developed within the European FP7
research project “ICT Intelligent Management of the RES op-
timal Operations” that organizes the energy management into
a layered architecture. The top level of the architecture is the
applications layer hosting the third party control applications
such as the OPF. The lower layer is the physical layer having
the heterogeneous devices. The middleware layer provides the
interface between lower level devices to the application in
real-time and thus serves as a communication infrastructure
that enables grid wide control. To build intelligence into
the middleware, ontology, semantic annotation and inference
engine are added. This gives the middleware features such as
service discovery and context awareness. At the control level,
the benefits of adding forecasts on renewable generation and
demand, the flexibility and the cost efficiency with the use
of multiple energy sources within the grid are observed from
the results. Further, the implementation of the receding horizon
based OPF supported by a semantic middleware in real energy
network is reported and the results are provided.

The paper is organized as follows. Section II presents
the multi-objective receding horizon optimal power flow for-
mulation and the DC approximation of the problem. The
I3RES middleware architecture and definition is discussed in
Section III. While Section IV discusses the semantic aspects
of the middleware. Section V presents the implementation,
deployment results of the middleware and ACOPF algorithm
in a Norwegian microgrid. The results obtained illustrate the
need to solve the ACOPF approach. Conclusions and future
directions of research are discussed in Section VI.

II. MULTI-OBJECTIVE RECEDING HORIZON BASED OPF

A. Receding Horizon Based ACOPF

The receding horizon based ACOPF problem is the optimal
operation schedule for the network that takes decision on the
quantity of power to be produced from various generators
connected to the grid and exchanged with storage devices each
hour to minimize the grid operating cost and line-losses, while
respecting the load balance, physical and operating constraints.
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The objectives can be modelled as

fE(t) = C
0

(t) +
NX

i=1

�
Cg

i (t) + Cb
i (t)

�
, (1a)

fL(t) =
X

(i,e)2E

P loss

(i,j)(t), (1b)

where fE(t) and fL(t) are the grid operating cost and line
losses, respectively. Additionally, the cost C

0

models the cost
due to the utility and is given by

C
0

= c
0

(t)P g
0

(2)

where c
0

is actually time varying and depends on the day-
ahead energy prices provided by the grid based on market
clearing prices. To account for the bi-directional power flows,
a negative lower bound P g

0

 0 on the injected active power is
employed. A negative value of P g

0

indicates selling to utility
leading to negative contribution to the OPF objective function,
and vice-versa.

At each time step t̂ we are given the initial SoC bi(t̂) 8i and
forecast of load P d

i (t), Q
d
i (t) 8i, t 2 [t̂, t̂+H] and generation

P r
i (t), Q

r
i (t) 8i, t 2 [t̂, t̂+H]. The RH based controller com-

putes the optimal input sequence Uˆt =
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, . . . , U ˆt
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⌘
,
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U
ˆt
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�
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i (t̂+ t), Qg

i (t̂+ t), Vi(t̂+ t), ✓i(t̂+ t), ri(t̂+ t)
�
,

(3)
by solving the finite-horizon optimal control problem:
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(4)

where the objective function Jˆt is a multi-objective function
consisting of the weighted sum over � 2 [0, 1],

J
ˆt :=

ˆt+TX

t=ˆt

�fE(t) + (1� �)fL(t). (5)

According to the receding horizon approach, once the
optimization problem (4) has been solved at time t̂ for a
control horizon of H time slots, only the inputs at time t̂ are

applied to the grid, whereas the other computed control inputs
are discarded. When the time horizon shifts (i.e. t̂ t̂+1), (4)
is repeated with new measured and/or estimated state and new
forecasted generation and load. This optimal feedback policy
allows to potentially compensate for any disturbance that has
acted on the grid between two consecutive time steps.

B. Receding Horizon Based Direct Current OPF
The classical AC Optimal Power Flow (ACOPF) is a static

nonlinear and nonconvex problem and it leads to computation
issues. The computation can be simplified using a DC model
of the network [17] as:
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(6)

The bounds on buses phase ✓, ✓ are related to model the ther-
mal limits of the transmission lines (i.e., P ij  Pij(t)  P ij).
Clearly, the DC model can only be used for optimizing the real
power dispatches, and the line-losses cannot be modelled as
the analysis assumes ideal transmission lines (i.e., R = 0).

1) Relaxation Approach for ACOPF: Convex relaxation of
the ACOPF problem is another method to overcome the diffi-
culty with solving the non-convex optimization model and is
widely studied in the literature [18]. The relaxation techniques
for ACOPF are valid under certain restrictive assumptions
on the network parameters such as low r

x ratio [19]. In
contrary, distribution grids and microgrids have nonnegligible
line resistances. Consequently, to apply RH based ACOPF
to such networks, a large scale nonlinear and nonconvex
optimization problem needs to be solved during each time-
epoch. This investigation uses GAMS with IPOPT solver (to
be discussed later) to solve the RH ACOPF and by setting
the primal-dual gap to a reasonable accuracy, global optimum
was achieved for the nonconvex optimization problem in our
implementation.

III. I3RES SEMANTIC MIDDLEWARE ARCHITECTURE AND
DEFINITION

This investigation proposes a layered middleware architec-
ture called the I3RES Middleware Architecture shown in Fig. 1.
It is a software that alleviates the complexity associated with
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Fig. 1. High Level, Low Level and Common Services of the
Middleware

the heterogeneity and interoperability of lower level devices.
Thus, it transforms the data collected from various devices
into homogeneous information for the application layer. The
middleware provides the applications with the services and
functionalities they need for accomplishing their tasks. A good
approach in the backdrop is to define a set of “high-level
services” with a common API that is used by different ap-
plications. This provides significant simplicity as the changes
and updates in the lower layer become transparent to the
application.

Thus, the proposed middleware has the features of the
hardware abstraction solution and solves the heterogeneity and
interoperability issues. It is organized into three layers: high-
level, low-level and communication services (see, Fig. 1). The
”high-level services layer” provides the necessary services and
applications required for implementing the functional and non-
functional requirements of the smart grid control algorithms
(see, section IV for discussion on services). The low level
services are connected to the hardware and communications
layer. These services are used by the high-level services that
provide information needed by the application layer. Middle-
ware communication services include ancillary services that
are used by both high level and low level services to provide
control functionalities required by the applications layer. Fi-
nally, the lower layer consists of the physical components such
as devices from various vendors and proprietary data formats.

The proposed middleware architecture provides smart grids
desirable features such as flexibility, interoperability and scal-
ability. In addition, by providing semantic features it provides
the capability to apprehend the meaning of the information
being transmitted and it increases the intelligence as well as
the performance of the entire system. This is an addition to
the current middleware architectures studied within the smart
grid community that will optimize the time and resources to
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make decisions on “how” and “when” the services will be
provided. The semantic middleware, as a basic part of the
architecture, will embed the CIM information model [20], [21],
as well as provide the mechanisms (set of common services)
for monitoring the context and integrating and supporting the
services. Currently many researchers are working on the CIM
model for smart grids, however the discussion on the CIM
profiles used in implementing the OPF is beyond the scope of
this paper. Details of the CIM profiles for the microgrid model
used in RH ACOPF is reported in [22].

A. High Level Description
There are several actions that can be performed by the

middleware in connecting the services of the application layer,
and the hardware devices. The actions are:

1) Device Registration: This step includes the device reg-
istration or unregistration depending on whether a new
device is added or an existing device is removed from
the smart grid as shown in Fig. 2. During registration of
the device, it must be ensured that the services provided
by the new element can be used. This requires a com-
mon format to homogenize communications between
the system and the new devices. In the event that the
information format within the system is unknown, then it
can be obtained using queries in standardized languages
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Fig. 4. Subsystems of the Middleware Computation Architec-
ture

such as XML or JSON. This is a good option in system
using ontologies to represent inner information, as the
ontology may have been designed in an ad-hoc manner
for the system. The removal of the device may be due to
two reasons: deliberate action or an accident. In practice,
the system is usually aware of the intentional removal
of the device. In the event of an accidental removal the
system will be notified about the change.

2) Service provisioning: The services provided to the smart
grid are classified as simple and composed services. A
simple service interacts with a single hardware device
(e.g. temperature sensor), whereas the composed service
interacts with several hardware devices and data (e.g.
temperature and humidity sensors). These services are
used for monitoring and interaction with end-user’s
information requests.

3) Information inference: A desirable feature of the smart
grid automation is to have an entity that can infer
information from the context and perform consequent
services. Notice two important elements: i) a collection
of events that have taken place for a certain amount of
time, and ii) a collection of rules that are previously
predetermined for the smart grid events. As a result,
whenever there is a collection of events that matches
certain rules, then a response action is triggered as
shown in Fig. 3. Non-semantic system cannot perform
consequent services based on the context inference, how-
ever semantic capabilities can be obtained by connecting
them to semantic gateway that adds required semantic
annotations to the data.

B. Computation Architecture

The computation architecture consists of the subsystems
shown in Fig. 4. The Inference engine is the subsystem
tackling all the information related to information inference.
It consists of an action collector for all the events that takes
place in the system, an inference manager that will compare
the actions collected in a repository with that of several
prefixed rules and the facts related to the system, and an action
triggering component to activate the actions that must be taken
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whenever there is a match between an event in the system
(facts) and how it is governed (rules).

Services manages the capabilities provided to any actor out-
side the smart grid. Three different components are designed
for this Service Subsystem: a Factory for Service design, a
Request Manager that will handle queries and answer those
queries regarding services, and a Container for all the services
that are available.

The Resource subsystem describes the physical equipment
related to the smart grid and does not deal with any service of
the equipment. It consists of three components: a) prominent
features of the hardware that is currently used, b) sensor and
actuator used in the system, and c) input/output operations that
require interaction with a piece of hardware.

The Ontology Subsystem handles the formatting of the data
transfer to the representation style using a component called
Format, while another component will keep the ontology
updated whenever a new device or service becomes available.
The Repository Subsystem is mainly used for ontology storage.

IV. SEMANTIC MIDDLEWARE APPROACH

One can visualize that with the deployment of the mid-
dleware, the complexity and heterogeneity of the hardware is
hidden to the upper layers as information required is provided
in a seamless manner and completely independent of the type
of device (smart meters, controllers etc.). The performance of
the middleware can be enhanced by adding semantics which
denotes the capacity of the system to ”understand” information
from communication messages. In addition, semantics can be
used to take actions based on knowledge extracted from the
information and harvesting device information.

Semantics provides flexibility to the smart grid as there
is a more dynamic way to read the connected devices. Due
to the distributed nature of smart grids, data collection from
components (such as wireless smart meters, and home load
controllers) may be unreliable, or have issues related with
hardware constraints (incapability to send responses to re-
quests or even to receive requests, etc.). Consequently, a more
dynamic way to acknowledge the available devices and ser-
vices in real-time is required. Semantics mitigate this challenge
by employing uniform format among inner communication
devices, and provide understanding of the consequences of
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modifying a group of hardware devices (either by addition or
by removal).

Semantics can be enabled by using ontologies i.e., a collec-
tion of entities belonging to a set of common characteristics
(e.g. electric power, software engineering) along with their
relations under a more or less complicated hierarchy. An
ontology can be regarded as a smart dictionary where not only
terms are present, but also how they relate to each other. An
ontology that is part of a system should be kept updated so as
to mirror the different changes that may intervene (e.g. new
devices and/or services, outdated ones, new concepts that are
being established, etc.).

Figure 5 shows the ontology sequence for providing seman-
tics to the middleware. The new device to be added sends a
request asking for the data models to be used, and then it
follows the hierarchy and representation of the information
currently used in the system. The device then provides a data
description with different features (units, thresholds, etc.). The
data representation is completed and stored in the ontology
repository. Whenever, a service is invoked, an answer with
the data represented in the given format is retrieved.

Listing 1. Example of Ontology and Semantically Annotated
Data
<owl :DatatypeProperty rdf : ID =” Smar tMeter ”>

<r d f s : l a b e l xml: lang =” en ”>Smar tMeter
</ r d f s : l a b e l>

<r d f s : s u b C l a s s O f r d f : r e s o u r c e =”\# Device ” />
</ owl :DatatypeProperty>

<owl :DatatypeProperty rdf : ID =” S i m p l e S e r v i c e ”>
<r d f s : l a b e l xml: lang =” en ”>S i m p l e S e r v i c e
</ r d f s : l a b e l>

<r d f s : s u b C l a s s O f r d f : r e s o u r c e =”\# S e r v i c e ” />
</ owl :DatatypeProperty>

<owl :DatatypeProperty rdf : ID =” ComposedService ”>
<r d f s : l a b e l xml: lang =” en ”>ComposedService
</ r d f s : l a b e l>

<r d f s : s u b C l a s s O f r d f : r e s o u r c e =”\# S e r v i c e ” />
</ owl :DatatypeProperty>

<Device>
<SmartMeter>

<name>REX</ name>
<c a p a b i l i t y>1 2 . 8kW</ c a p a b i l i t y>
<c a p a b i l i t y>2 4 . 6 eu ro</ c a p a b i l i t y>
<c a p a b i l i t y>2 eu ro /kW</ c a p a b i l i t y>

</ SmartMeter>
</ Device>

<S e r v i c e>
<SimpleServ i ce>

<measurement>1 7 . 8</ measurement>
<u n i t>C</ u n i t>

</ SimpleServ i ce>
</ S e r v i c e>

<S e r v i c e>
<ComposedService>

<measurement>a c c e p t a b l e</ measurement>
<u n i t>c o m f o r t L e v e l</ u n i t>

</ ComposedService>
</ S e r v i c e>

When ontologies are used, they are bound to produce
semantically annotated data, i.e. data that have been refined in
order to match a representation format. Rather than having the
data processed as stream of characters, a data type, or a string,
they will be structured and hierarchized by the ontology, which
can also be considered as a pattern for building semantically
annotated data. A depiction of how both a simple ontology

and semantically annotated data look like can be observed in
Listing 1. This illustration shows the annotated data employ
labels that are defined by the ontology in the first place.

A. Context Awareness
Context awareness denotes the ability of a system to un-

derstand the deployed conditions, react to changes in external
factors, and provide a more accurate response to any request.
The context determines not only the effect of the change on
the entity but also the change in its behaviour with respect to
time; therefore, the applications will have to adapt themselves
to changing context conditions. Context awareness will involve
several aspects from the middleware, like an ontology for
information inference and resources for data collection.

B. Semantic Middleware Services
1) High Level Services: The upper layer of the middleware

is called “high level services layer” and provides the appropri-
ate services directly to the applications. The services required
from this layer are obtained from the functional and non-
functional requirements of the middleware. Important services
offered by this layers include:

1) Inner Information Harvest, which provides methods for
obtaining the data needed to implement the applications,
such as power consumption, customer data, generation
and consumption forecast, etc.;

2) Outer Information Harvest, which provides access to the
data available from external sources, such as weather
forecast, energy pricing services, etc.;

3) Data Management, which adapts and translates data
according to the data model;

4) Events and Alarms, which manages the events and
alarms generated within the control platform (I3RES
architecture);

5) OPF Ancillary Services, which provides the ancillary
services needed by the OPF applications.

2) Low Level Services: The middleware low-level services
are connected to the hardware and communications layer.
These services are used by high-level services layer to retrieve
the information needed by the applications layer. Eight low
level services were defined (see Fig. 1): Service Discovery
and Registry, Orchestration, Events and Alarms, Ontology,
Identification, Context Discovery, Virtual Device, and Data
Management.

3) Common Services: The middleware common services
layer includes the ancillary services that are used by both
high-level and low-level services to provide the functionality
required by the applications layer. The common services of
the I3RES middleware are (see Fig. 1):

1) Reasoning service providing all mechanisms for forecast
algorithms such as weather, pricing, consumption and
generation.

2) Security service, used to provide security for the data.
3) Configuration, providing the mechanisms needed to con-

figure and set-up all the components connected to the
I3RES middleware.

4) Information Harvest, providing mechanisms to obtain a
data that is not accessible to a particular service directly.
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Fig. 6. The Java framework implemented to solve the optimization problem, combining InterPSS and GAMS software features.

Parameter Value
V 0.95 p.u.
V 1.05 p.u.
B 0.025 MWh a.v.
B 0.5 MWh a.v.

r

rated 1 MW a.v
b

loss 0.01 MWh a.v.

TABLE I. Network Parameters

V. RESULTS

A. Case Study: Demo Network in Steinkjer
This section presents the deployment results of the middle-

ware and the multi-objective RH OPF algorithm in a microgrid
located at Steinkjer, Norway. It is a radial network that consists
of 3 hydro-generators, 32 aggregating load stations, 50 links,
and 84 nodes. The RES generation is largely due to solar
panels and has grid level storage units. Table I shows the
network parameters in per unit (p.u) with a base of 100 MVA
and absolute values (a.v.) of storage parameters. The hydro-
generation supplies around 10% of the total energy depending
on the season and weather condition. To achieve power balance
in the microgrid, the network operator buys the energy from an
utility at the day-ahead market. To illustrate the performance of
RH ACOPF, the obtained results are compared with the RH
DCOPF. Such comparison emphasizes that, while the latter
schedules real power sources considering the variations in
energy prices, it does not bring into account line-losses and
reactive power. In turn, this means that power quality and
voltage magnitudes cannot be controlled using DCOPF.

B. Solution of the Optimization Problem
The power system modelling and optimization tools used

for solving the finite-horizon ACOPF problem are:
• InterPSS (Internet technology based Power System Sim-

ulator)1, a free and open source software for design,
analysis, and simulation of power systems. It allows
to add and/or change the network topology as well as
parameters by using a graphical user interface or the
JAVA APIs.

1https://www.interpss.org

• GAMS (General Algebraic Modeling System)2 is a high-
level modelling system for mathematical programming
and optimization. It consists of a language compiler and a
stable integrated high-performance solver. GAMS allows
to solve complex, large-scale applications as well as
build large maintainable models capable of adapting to
different problems. Furthermore, it has the APIs needed
to integrate its functionalities in a JAVA framework. The
InterPSS and GAMS can be combined to solve large-
scale optimization problem.

The choice of InterPSS and GAMS in a JAVA platform is mo-
tivated by the ability of GAMS API to conveniently exchange
inputs and outputs with InterPSS using the GAMSDatabase
class. In addition, the GAMS API allows the seamless in-
tegration with other applications such as the InterPSS— by
providing appropriate classes. Moreover, the GAMSModelIn-
stance class can solve closely related model instances and is
suitable for flexibility, i.e. dynamical addition or removal of
components to/from models before the optimization run.

To integrate the different software tools, a JAVA framework
is used as shown in Fig. 6. The APIs of InterPSS and
GAMS help the seamless integration of these tools within
the JAVA framework. As the RH ACOPF is a non-convex
optimization problem with discontinuous first order deriva-
tives, the Interior Point OPtimizer solver (IPOPT) is chosen
to solve the optimization model in the GAMS environment.
It consists of a library designed for large-scale non-linear
optimization of continuous systems and implements an interior
point method3 that tries to provide global minimum. The RH
ACOPF algorithm was implemented in i7 quad-core processor
with 8 GB random access memory where each execution of the
RH ACOPF took 10s using the IPOPT solver. In our analysis,
we found that the solver converged to the global minimum
most of the time (verified using primal-dual gap).

C. Forecast Models

This section presents a succinct description of the models
used for forecasting renewable generation and demand. As

2https://www.gams.com
3https://projects.coin-or.org/Ipopt
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many factors, both intrinsic and external to the grid, influ-
ence the renewable generation and demand accurate forecasts
remain a challenge. Consequently, good forecasting models,
providing a reasonable trade-off between accuracy and speed
are important for building the RH ACOPF. The photovoltaic
(PV) panels are the renewable generators in the microgrid
and their generation varies with meteorological factors such
as global solar radiation (GSR), temperature, humidity, wind
velocity, wind direction, and air temperature. The forecasting
models in this investigation estimate the GSR from meteoro-
logical data and then use PV models to compute the energy
generated. Though there are several models for forecasting
GSR, the artificial neural networks (ANN) have outperformed
other models due to their ability to learn from data patterns,
and provide accurate forecasts [23]. Taking a clue from
existing results, different ANN models such as the general-
ized regression neural networks, radial basis function neural
network, multi-layer perceptron, minimum resource allocation
network (MRAN), and other approaches were studied for fore-
casting GSR from meteorological data. The results obtained
with forecasting models are reported in Tab. II. Based on
existing results, MRAN provided good accuracy. Furthermore,
its ability to add/prune neurons improved the computational
efficiency of the model. Therefore, MRAN was selected as
the PV forecasting tool in our analysis.

Similarly, electricity demand depends on social, economic,
and geographical factors [24]. Demand forecast models in this
investigation use hourly demand and weather data collected
from the distribution network for two years as inputs, and
predicted demand as output. Two regression based data-mining
models: support vector machines (SVM) and random forests
(RF) were selected over other methods based on the error
analysis. Table III shows the performance of the RF models
for the data obtained. Here, error =

ˆPd�Pd,a

Pd,a with P̂ d

predicted demand and P d,a actual demand. RF is selected
as the forecasting method over SVM due to its simplicity.
A detailed review of the forecasting methods used in this
investigation is reported in [24], [25].

4RH DCOPF results are shown in dotted and thin lines

Model MAPE MSE
[%] [%]

MRAN 2-5 2-8
RBFN 12-16 18-22

RBFN (time-series) 3-8 4-12
MLP 7-8 7-12

TABLE II. Performance of Solar Forecasting Models. MLP-
Multi Layer Perceptron, RBFN- Radial Basis Function Net-
work

Data Cumulative Differential
min/mean/max/std min/mean/max/std

Consumption 0.04/0.14/0.49/0.08 2.84/6.28/16.25/2.25
Consumption + Weather 0.04/0.16/1.56/0.15 2.39/6.89/16.28/2.40

Working days
(Consumption + Weather) 0.05/0.49/5.14/0.57 2.11/7.12/26.46/3.16

TABLE III. Performance of Demand Forecasting Models

0 10 20 30 40

0.6

0.8

1

h

N
o
r
m
a
l
i
z
e
d
c
o
s
t

c
0

(t)

(a) Prediction of power cost function in the interaction with the utility grid.

0 10 20 30 40

0

0.5

1

h

M
W

P
i P

d
iP

i P
g
i + P r

i

0

0.5

1

M
W

h

P
i bi

(b) Power balance in the distribution grid

0 10 20 30 40

0

0.5

1

h

M
W

P
i>0

P g
i

P g
0P

i P
r
i

(c) Contribution of different generation to the power balance

0 10 20 30 40

3

3.5

4

·10�2

avg=15.6%

h

M
W

P loss

(d) Power Losses

Fig. 7. Simulation with time varying generation cost using
MPC based ACOPF controller.4

D. ACOPF Versus DCOPF

1) Demo Steinkjer: To illustrate the advantages of the
ACOPF its performance is compared with that of DCOPF.
The ACOPF has multiple objectives of reducing the line-
losses and operating cost. The DCOPF aims to dispatch the
generation to reduce the operating cost. In our analysis, we
set � = 0.5 i.e. equal weights are assigned to both economic
and line-loss objectives. Figure 7 compares the RHC based
ACOPF (in thick lines) and DCOPF (thin and dashed lines).
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The variations in normalized energy prices provided by the
utility in the day-ahead electricity market during the test
period is shown in Fig. 7a. The energy consumption from the
utility, RES generation during the test period, and the total
demand on the grid with the ACOPF is shown in Fig. 7b. It
is interesting to note that there is a difference between the
total power generated and demand due to the power supplied
by the ESS. Furthermore, Fig.7c shows that the power is
bought/sold from/to the utility grid during the periods of
decreasing/increasing energy prices. The behaviour is observed
both in ACOPF and DCOPF due to the receding horizon
approach. Results revealed that the ACOPF reduces the cost
and line-losses by 6.54% and 15.6%, respectively. We remind
that DCOPF cannot include the line-losses. Furthermore, the
voltage profiles and power quality are maintained using the
ACOPF, whereas the DCOPF model does not provide any
guarantee. The results also proved that judicious integration
of RES and ESS provided significant cost and operational
benefits.

E. Middleware Deployment

The middleware presented in this paper is based on the
SMArc proposal [12]. The following key indicators were
selected to ascertain the middleware performance:

• The solution must be designed considering the require-
ments of the low-capability devices used in smart grids.

• Security mechanisms must be provided in order to avoid
privacy threats.

• The middleware solution should provide components
distribution mechanisms.

• Semantic mechanisms to provide annotation of data gath-
ered, as well as ontologies and inference engines support.

The middleware solution provided the services and mecha-
nisms that were required from it for implementing the ACOPF.
The solution was tested by performing client application data
queries to the middleware. In the test, a large number of clients
sent data queries to the middleware service that provides the
measurement of a device. The results of this test present a total
throughput of 2.47 requests/s and an average response time of
1.6s. The average service registration time of the middleware
was around 453.4ms, while the average time for a composed
service registration was around 661ms.

F. Flexibility

Flexibility is provided by both the middleware and the
RH ACOPF. Using the semantic capability the middleware
provides the smart grid a dynamic way to read and connected
devices. Semantics mitigate the problem of heterogeneity by
providing uniform format for inner communication among
devices and provide understanding about the consequences of
modifying a group of hardware devices.

The RH ACOPF provides flexibility by integrating RES and
ESS. The storage units and renewable energy are scheduled in
a way to reduce the operating cost and line-losses in the grid.
This provides additional flexibility to optimize the operation,
guarantee voltage profiles and power quality, and operate the

grid reliably. In addition, the RH ACOPF approach is flexi-
ble as the computation burden is not increased significantly
due to the introduction/removal of energy components. To
study this feature, we added and removed RES and ESS and
recorded the corresponding computation time tc. We took the
variable amount of RES and ESS to be equal to 10% of the
grid connected load; such value was selected based on the
current availability and location of renewable generators in
the demo Steinkjer, Norway. Then we experimented at 0%,
25%, 50% and 100% of such amount. The computation time
was computed by averaging over 50 runs for each of the
cases and is reported in Table IV. One can observe that the
computation burden does not change significantly either by
adding/removing components.

% RES+ESS tc tc tc

min max Average
[s] [s] [s]

0 1.098 1.628 1.243
25 1.262 2.132 1.618
50 1.292 2.243 1.423

100 1.682 4.45 2.013

TABLE IV. Execution Time with RES Components added/re-
moved

G. Case Study: IEEE 14, 30 and 57 Bus Systems
A comparison of multi-objective RH ACOPF and DCOPF

approaches was performed by optimizing the IEEE 14, 30 and
57 bus systems. As said before, the RH DCOPF cannot model
the line-losses while the RH ACOPF optimizes both economic
objectives and line-losses. For example, the results in Table V
show that while the economic savings with RH ACOPF with
a weighting factor of 0.5 is lower than RH DCOPF, there is a
significant improvement on line-losses.

Test Case RH DCOPF RH ACOPF
% Savings % Savings % Savings

line-losses Operating Cost
IEEE 14 bus 9.19 29.7672 7.4
IEEE 30 bus 9.16 30.7414 6.76
IEEE 57 bus 13.14 46.7855 5.7

TABLE V. Comparison of RH DCOPF and RH ACOPF
*losses are not considered in the DCOPF

The flexibility of the RH ACOPF approach at various scales
was studied by optimizing the IEEE 14, 30, and 57 buses. The
average computation time tc for the various test cases and
different % of components added or removed from the grid
for 50 trials is shown in Tab. VI. As earlier, the RES plus ESS
contribution is considered to be 0-10% of total demand. The
results show the reasonableness of the computational times for
all cases.

H. Comparison of RH ACOPF and Multi-period ACOPF
using GA

The performance of the RH ACOPF was compared with that
one of the multi-period ACOPF solved using genetic algorithm
(GA) with a population size of 50 over 100 generations. Some
results for the IEEE 30 bus test case are reported in Table VII
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%RES+ESS IEEE 14 IEEE 30 IEEE 57
tc tc tc

[s] [s] [s]
0 0.568 1.226 3.136

25 0.480 1.230 2.663
50 0.444 1.245 3.542
100 0.682 1.257 3.648

TABLE VI. Average Computation Time with Components
Added or Removed

Time
P

Pd
P

Pres Cost with Cost with
MOPF GA RH ACOPF

[p.u.] [p.u.] [e] [e]
1 1.3181 0.1202 401.627 391.714
2 1.5082 0.1375 390.181 398.757
3 2.0027 0.1826 585.0142 398.416
4 1.8587 0.1695 523.832 389.417
5 1.7586 0.1603 596.2363 388.617
6 1.6897 0.1541 498.1267 385.927
7 1.5833 0.1414 434.037 391.696
8 1.6842 0.1536 479.6833 426.141
9 1.6609 0.1514 411.0325 464.879
10 1.7603 0.1605 503.3151 487.234
11 2.0931 0.1909 535.8765 502.776
12 2.2480 0.2050 615.6887 515.668
13 2.1659 0.1975 700.0301 549.623
14 2.1324 0.1944 605.9772 589.352
15 2.1445 0.1955 646.7081 616.051
16 2.4097 0.2917 636.2925 599.112
17 2.5616 0.2336 738.1125 540.228
18 2.5248 0.2303 752.6921 462.806
19 2.1249 0.1938 548.6096 376.548
20 1.6384 0.1494 502.1489 303.085
21 1.4112 0.1287 425.5487 275.419
22 1.3010 0.1186 386.0702 267.925
23 1.2425 0.1133 361.289 284.556
24 1.2960 0.1182 375.6284 337.979

Total 12653.7579 10343.926

TABLE VII. Comparison of Multi-period GA based OPF and
RH ACOPF

and show that the RH ACOPF saves 22.33% more than the
GA tuned multi-period ACOPF algorithm for a time horizon
of 24 hours.

VI. CONCLUSIONS

This investigation presented a semantic middleware and
multi-objective receding horizon (RH) based ACOPF for mi-
crogrids having distributed renewable generation and storage.
The middleware was used to aggregate information from
various devices across the grid and provide it to the ACOPF
application. This made the ACOPF application totally oblivi-
ous to the heterogeneity and complexity of the physical device.

The ACOPF implementation required forecast on demand
and renewable generation. The minimum resource allocation
network and random forest were selected as the forecast mod-
els for RES and demand, respectively due to their accuracy.
This investigation used software tools InterPSS and GAMS
(with IPOPT solver) integrated using JAVA framework to
solve the ACOPF problem. The solution method was based on
IPOPT and provided global optimal solutions in most instants
(verified using duality gap).

Our results showed that the RH ACOPF reduces the oper-
ating cost and line-losses by 6.54% and 15.6%, respectively

compared to the DCOPF. Furthermore, a savings of 22.3% (for
24 hours time period) was observed with the RH ACOPF with
respect to multi-period ACOPF solved using genetic algorithm.
This results illustrates the ability to the RH ACOPF to deal
with intermittent renewable generation. In addition, it provides
good voltage stability, power quality, and reactive power flows.
Similarly, the middeware provided the required services for
implementing RH ACOPF. Furthermore, the middleware had
a response and service registration time of 1.6s and 661ms, re-
spectively. Studying the Quality of Service of the middleware
and extending the ACOPF with a plug and play feature of the
RES and ESS are the future course of this investigation.
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